Chapter 8

Result and Conclusion

Result

As we have applied four different algorithms on the Credit card dataset taken from Kaggle. On Some calculations these Algorithms provides Accuracy, Precision, and Recall values of the Implementation process, Which are tabulated as :

KNN Algorithm

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **Fraud Rate** | **Accuracy** | **Precision** | **Sensitivity** | **Specificity** | **AUC** |
| **25%** | 0.6262 | 0.6000 | 0.5959 | 0.6527 | 0.6240 |
| **50%** | 0.6311 | 0.6159 | 0.5894 | 0.6687 | 0.6300 |
| **75%** | 0.6564 | 0.6481 | 0.6222 | 0.6879 | 0.6560 |
| **100%** | 0.6862 | 0.6893 | 0.6349 | 0.7339 | 0.6870 |

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **Fraud Rate** | **Accuracy** | **Precision** | **Sensitivity** | **Specificity** | **AUC** |
| **25%** | 0.9617 | 0.9726 | 0.9467 | 0.9755 | 0.9610 |
| **50%** | 0.9686 | 0.9636 | 0.9700 | 0.9674 | 0.9690 |
| **75%** | 0.9658 | 0.9467 | 0.9816 | 0.9523 | 0.9670 |
| **100%** | 0.9612 | 0.9474 | 0.9713 | 0.9522 | 0.9620 |

SVM Algorithm

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **Fraud Rate** | **Accuracy** | **Precision** | **Sensitivity** | **Specificity** | **AUC** |
| **25%** | 0.9585 | 0.9650 | 0.9452 | 0.9701 | 0.9590 |
| **50%** | 0.9827 | 0.9932 | 0.9702 | 0.9940 | 0.9830 |
| **75%** | 0.9755 | 0.9977 | 0.9511 | 0.9979 | 0.9770 |
| **100%** | 0.9715 | 0.9914 | 0.9498 | 0.9924 | 0.9730 |

Random Forest Algorithm

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **Fraud Rate** | **Accuracy** | **Precision** | **Sensitivity** | **Specificity** | **AUC** |
| **25%** | 0.9521 | 0.9281 | 0.9810 | 0.9226 | 0.9520 |
| **50%** | 0.9686 | 0.9881 | 0.9539 | 0.9862 | 0.9700 |
| **75%** | 0.9370 | 0.9651 | 0.9180 | 0.9600 | 0.9390 |
| **100%** | 0.9509 | 0.9771 | 0.9315 | 0.9740 | 0.9530 |

Logistic Regression Algorithm

Conclusion

Finally, as the results in table shows that highest accuracy in given by the Random forest algorithm when applied all algorithms with SMOTE data balancing technique. These results are formed on taking different fraud data rates in the dataset befor applying to the algorithms.
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Future Scope

* More Algorithms can be applied on the same dataset to get good results.
* Combination of two or more algorithms of data mining are very helpful in determining the best results. This combination of algorithms is known as Hybrid Algorithm.

* Also by making classifiers in present algorithms and applying new upcoming algorithms may be helpful for improvement.
* Choosing only those attributes which most affect the liver if slight change in quantity occurs in body. And applying Different approaches may improve the outcomes.
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